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1 Executive Summary

Due to the rapid growth and widespread adoption
of the Internet since its inception, the booming e-
commerce market has transformed the landscape of
the retail industry. With its razor thin margins1

and competitive landscape of hundreds of millions
of sellers and countless products, we take the per-
spective of a seller and address a fundamental busi-
ness question: how do we maximize revenues given
constrained company resources?

We address this question by first looking at the
source of the customer feedback via a natural lan-
guage processing approach to determine the senti-
ment and content of customers. From our prelim-
inary analysis, we note that specifically for Olist,
but–more broadly–for general e-commerce market-
places, delivery needs to be speedy and punctual,
a realization that applies to both when competing
with other sellers and physical stores. To that end,
we study how logistics can improve deliveries and
how they impact customer’s downstream satisfac-
tion. We study different treatment effects such as
fulfilling orders earlier than promised and coordi-
nating deliveries by leveraging fundamental causal
inference techniques such as instrumental variables
and propensity score matching to handle endogene-
ity in observational data.

Indeed, we show through our treatment groups
that early arrivals and delivery coordination are
highly relevant in influencing customer satisfaction.
To corroborate these conclusions, we take an infor-
mation theoretic approach and discover the underly-
ing causal graphs of all of our interactions variables
with the customer to map out how we might effect
policies that will lead to improvements in customer
satisfaction. The causal graph and the treatment
effects all point to the need to improve shipping lo-
gistics.

To quantify the marginal benefit of any policy

that we enact, we use random forests to select for
important features in order to fit an interpretable
predictive ratings model. We use a modified version
of a generalized additive model by incorporating in-
teracting terms. Furthermore, we also fit an inter-
pretable tree classifier to model the effects of policy
recommendations.

Given a clear understanding of the qualitative
and quantitative links in a general e-commerce busi-
ness model, we seek to produce actionables for our
company, Olist. We know from studying other on-
line sellers such as Amazon that warehouse logistics
is pivotal to reducing shipping friction, as they can
distribute packages faster and aggregate different
items in the same order. Hence, we model the reduc-
tion in shipping time, the improvement in shipping
coordination, and increase in customer satisfaction
per warehouse installation.

To model financial impact of our optimized cus-
tomer satisfaction, we extrapolate ordinary least
squares model from literature to relate relative
change in customer satisfaction to relative change
in total equity. We further convert this relative
change to an absolute change in USD by using the
venture capital method to approximate total mar-
ket cap and revenue of Olist in 2018. We follow up
the economic analysis with a geographic projection
of the market in the year 2025, and show that our
policies have significant impact.

Finally, we combine the models and reformulate
them as a mix integer programming problem to ar-
rive at our optimal warehouse placement locations
given a constrained development budget, providing
the board with data driven, high impact policies.
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2 Exploratory Analysis and Data
Pre-processing

2.1 Data Pre-processing

Though we are not faced with significant missing
numeric data, since all e-commerce numbers are
recorded to arbitrary precision, we are challenged
with the Portuguese review dataset since none of us
knew the language. While pre-trained models exist
for sentiment analysis (VADER2), they are typically
trained on English. We implement a caching API
to interact with Google translate web, and batch-
translate our data into English.

We take advantage of an existing NLP model
that could also process emojis, but for the other
NLP model, we find that non alphanumeric text of-
ten adds noise to our sentiment aggregation, and
thus we also devise pipelines to remove them.

Later in this work, we source GDP, HDI, and
population data to corroborate the Olist dataset in
a geographically weighted regression. We aggregate
the data from a human readable format to CSVs.

2.2 Exploratory Geoplots

We begin looking at the Olist dataset due to its
completeness of factors that describes the entire e-
commerce transaction. We are interested in charac-
terizing our revenue sources and how we can opti-
mize them.

Figure 1: Geoplot of Revenue in Thousands (in Brazil Real)

we visualize sellers’ cumulative revenue 1 earned
by grouping together sum of order prices by zip code
prefix, and observe that the southern and southeast
areas of Brazil had the highest levels of revenue.
This makes sense as the largest cities in Brazil by
population, such as São Paulo, Rio de Janeiro, and
Belo Horizonte are located in those regions. Since

our revenue comes from such a geographically di-
verse range, we wanted to see whether there exists
common indicators that people were satisfied with
our service.

2.3 NLP of Customer Reviews

Following the business intuition that when cus-
tomers are satisfied or dissatisfied, they will express
their beliefs in feedback reviews, we use natural lan-
guage processing techniques to analyze the Olist3

dataset, which contains over forty thousand reviews
from after sale surveys.

We process the reviews with state-of-the-art Va-
lence Aware Dictionary and sEntiment Reasoner
(VADER2) to arrive at sentiment scores for each
review. VADER is a rule-based model that works
well on analyzing text from social media (i.e. short
clauses, emojis, capitalizations, etc) and generalizes
well to multiple domains. We obtain a compound
sentiment score that classifies sentiment as either
good, bad, or neutral, and we use this score to cat-
egorize reviews into positive and negative reviews.

Filtering on sentiment, we analyze reviews us-
ing collocation, a well-known method in literature
for text categorization4 and summarization5. Tak-
ing the N-Gram frequency analysis approach out-
lined in literature5, we clean the translated English
texts and preform an N-gram frequency analysis on
positive / negative reviews.
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Relative Likelihood

well before the deadline
arrived before the deadline

before the deadline i
delivered before the deadline

arrived ahead of schedule
i received the product

arrived well before the
ahead of schedule and

delivery before the deadline
the product was delivered

4-gram for positive reviews

Figure 2: 4-Gram frequency table for all positive reviews.
Note the overwhelming mention of delivery and other logis-
tics related praise

We reason that since our customers seem to care
so much about delivery, delivery-related coordina-
tion issues must also affect their reviews.
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Figure 3: 4-Gram frequency table for all positive reviews.
Note the mentioning of shipping issues
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bought two products in
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Figure 4: 4-Gram frequency table for all negative reviews.
Note the observations about buying 2 but only getting 1

To that end, we observe that orders with 2 items
tend to get split up, and that frustrates our cus-
tomers. Furthermore, the issue complicates with
more than 1 seller to further complicate coordina-
tion. This suggests that delivery logistics plays a
significant role in customer satisfaction.

3 Causal Discovery

3.1 Causal Treatment Effects

From insights provided by our NLP analysis, specif-
ically from the review text from the Olist data, we
see that shipping logistics has a significant impact
on customer satisfaction. To make these observa-
tions more rigorous, we estimate the causal effects of
different operational/logistic "treatments" on cus-
tomer satisfaction. Specifically, we investigate two
different logistics-based treatments which were in-
spired from our NLP analysis: 1. arrival of orders

before promise date and 2. coordination of order
arrival. The former considers how the number of
days an order arrives ahead of schedule improves
customer satisfaction. The latter considers whether
coordinating the arrival of items of the same order
to arrive at the same time impacts customer satis-
faction.

3.1.1 Early Order Arrival Effect

To investigate the effect of orders arriving early, we
estimate the effect on review score for each day an
item arrives early using linear regression. To handle
endogeneity issues, we utilize an instrumental vari-
able (IV) approach based on the day-of-week of a
customers order. For our day-of-week IV to be valid,
we see it must satisfy two criteria: (i) It causes vari-
ation in the treatment variable (review score); (ii)
It does not have a direct effect on the outcome vari-
able, only indirectly through the treatment variable
(days early). We see this approach and choice of
IV is common in operations literature6,7. In fact
in [7], the authors work in a similar setting, that
of e-commerce and logistics, and apply it to vary
delivery time when the response variable is a re-
view score. The intuition for why the day-of-week
satisfies IV assumptions comes from the fact that
customers do not consider and potentially do not
remember the day of the week they ordered their
package. However, if it was ordered on a later day
of the week, delays may be caused by orders not
getting shipped out before the weekend.

To implement the IV approach, we use two-stage
least squares (2SLS) regression analysis. In the first
stage, we fit a linear model for days early (DE),

DEi = β̂Xi + γ̂Ci + ξ̂Si + λ̂Zi + νi (1)

where i represents the ith order. Here Ci are cus-
tomer side controls like location and payment type.
Si are seller side controls like product type, seller
location, and the number of different sellers. Xi are
other general controls like time, distance between
seller and customer, and other logistics related ex-
planatory variables. Finally, Zi = 1 if the order is
made on Thursday, Friday, or Saturday and 0 oth-
erwise.

In the second stage, a linear model is estimated

RSi = θDEi + β̂Xi + γ̂Ci + ξ̂Si + εi (2)

where RSi is the review score for order i. The
results can be seen in Figure 5. We see that the
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coefficient is positive so that the earlier the package
arrives from the promise date, the higher the review
score will be given by the customer.

This phenomenon is similar to the concept
of under-deliver than over-promise which has
been studied by marking and operations research
literature8. We see that in [8], they study a game
theoretic model that suggests how firms may choose
the maximal delivery time to set customer expecta-
tions.

Figure 5: We compare the regressions with and without
the IV. We see that in both cases days early is significant.
Additionally, we verify that the IV causes variation in the
treatment while it has not effect on the outcome in the orig-
inal OLS.

3.1.2 Coordination of Order Arrival Effect

In our NLP analysis, customers commonly complain
about orders not arriving or arriving late. But in
some cases, we see that even when packages ar-
rive on time customers still provide poor reviews.
Clearly, there may be a variety of reasons that con-
tribute to poor reviews scores. However, we found
a significant contributor to these low scores comes
from items in the same order not arriving simulta-
neously. Intuitively, having one package arrive early
may remind customers they have to wait longer in
the cases where items must be used together. One
could also imagine that it builds worry that the
other items in the order are lost. As Olist plans to
expand (potentially from 7,000 to 100,000 sellers)1,
coordination of orders will become an increasingly
bigger challenge.

We study a simple logistics solution to this prob-
lem, which is to ship items together. While the Olist
data cannot tell us which orders have items shipped

together, we can proxy the coordination based on
whether an order comes from a single origin or from
multiple origins. Looking at Figure 6, we see that
a significant number of orders are multi-item and
that they tend to have lower scores as the number
of items increases. Simultaneously, we see in row 2
and row 4, when the number of sellers for a single
order increases, the rating also drops dramatically.
This provides evidence that order coordination is a
potential issue.

Figure 6: We display a subset of the scores and counts for
orders sorted by the number of sellers and items. One can
see that when the number of items and sellers goes up the
review score decreases. Standard errors allow us to see the
differences in means are significant for the top rows.

To strengthen our causal analysis, we consider
utilizing propensity score matching9 (PSM) with
the number of sellers as the treatment to estimate
the treatment effect on review score. The advantage
of PSM is that it provides a way to reduce the bias
in our estimation that comes from the likelihood of
receiving the treatment. For example, in our case
it could be that items sent from two locations will
have slower delivery time and is more likely to be
late. By constructing a control and treatment group
with similar properties, we can avoid these issues.

As a first stage for propensity score matching,
we construct a control group consisting of orders
with 1 seller and 2 items and construct a treatment
group consisting of orders with 2 sellers and 2 items.
In this case, the treatment would be increasing the
number of sellers from 1 to 2.

To perform propensity score matching, we first
fit a logistic regression to predict the likelihood an
order receives the treatment of coming from two
sellers. We then utilize bipartite matching with the
propensity scores as weights to construct equally
sized control and treatment groups that should have
similar covariates. Since we showed that being late
or early affects the review score, we include covari-
ates such as days early and predicted delivery time

1https://reut.rs/33VlH9Y
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to factor them into the matching. The benefits of
this matching can be seen in Figure 7 which shows
that afterwards the first moments of key covariates
become more similar. We see in the table that the
treatment of increasing the number of sellers in an
order from 1 to 2 decreases review scores by 0.99.
This suggests that coordinating logistics can be a
significant factor in customer satisfaction.

Figure 7: Using propensity score matching, we see that im-
portant covariates related to the review score are more sim-
ilar between the treatment and control group. We primarily
focus on cost and delivery time which was shown to have a
causal effect earlier.

Figure 8: We graphically show the distribution of covariates
is the same between the control and treatment group

3.2 AGES Algorithm

To further our understanding of the relevant causal
variables, we fit AGES (Aggregated Greedy Equiv-
alence Search) algorithm10 on our data. AGES ag-
gregates results from the GES algorithm with a
greater range of skeletal undirected graphs to more
accurately detect weak causal relations for smaller
samples of data. Our main motivation for choos-
ing AGES over other causal discovery algorithms
include AGES’s ability to detect weak edges and
our data’s compatibility with AGES’s assumptions.
Other algorithms such as GES11, PC12, GIES12,
and IDA12 do not allow for hidden and selection

variables, and thus it was important for us to choose
a method that did not make these assumptions. In
addition to our variables most closely resembling
the Gaussian distribution, our data also satisfies
δi-strong faithfulness (defined in Theorem 3.210).
In short, δi-strong faithfulness is satisfied when all
variables are pairwise independent or significantly
partially correlated conditional on all other vari-
ables not included in the pair. Prior to proceeding
with the result of AGES, we note that the partial
correlation calculations and background research on
conditional independence of our variables satisfy the
δi-strong faithfulness condition. From this causal
diagram we observe both the causal factors that af-
fect predicted and actual delivery times, and that
predicted and actual delivery times are causal fac-
tors to review score.

Delivery 
to 

Answer 
Time

Actual 
Delivery 

Time

Review 
Score

Distance
Predicted 
Delivery 

Time

Figure 9: Causal Analysis of review score. The primary cause
of review score (highest variable covariance) is the actual de-
livery time, followed by predicted delivery time.

4 Customer Satisfaction Model

4.1 Interpretable Machine Learning
Model

In literature, generalized additive models have been
used to offer intrepretability that black box models
lack. Since GAMs are typically modeled as a sum
of univariate models, it is easy to note the coeffi-
cients of each term and interpret the impact of each
factor. Standard GAMs have the form

g(E[y]) =
∑

fi(xi)
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where g is a link function. GAMs produce clear
partial dependence plots of each variable, but often
at the cost of accuracy compared to black box mod-
els. In order to maintain black box accuracy while
maintaining interpretability, we model bivariate in-
teractions using the GA2M13 model.

g(E[y]) =
n∑
fi(xi) +

m∑
fi,j(xi, xj)

The formulation of the GA2M maintains the uni-
variate regressor fi, while adding in pairwise inter-
actions fi,j . While the model fits all n variables, we
select the top m interacting features using a greedy
forward stagewise selection strategy called FAST13.

4.1.1 Insights from Interpretability

With an interpretable model, we gain insight into
how each feature affects the final scoring criteria.
The model learned that the higher the predicted vs

actually delivery time difference, meaning that the
package arrived earlier than expected, the higher
the customer satisfaction. Furthermore, we learn
that the faster the actual delivery time, the more
satisfied the customer is. We also note some more
marginal and unstable effects from payment value.
Despite not knowing at first why customers had
lower satisfaction from higher payment, we later dis-
cover from our other models that higher payment
is positively correlated with more products per or-
der, which–we described earlier–may not arrive to-
gether and therefore, frustrate customers. We use
these plots to further tune the model by removing
unimportant features such as order to shipping limit
time. Finally, we observed that the linear terms are
more significant in our interaction terms in our final
factor ranking, which makes sense because separate
timed measurements of the overall delivery time do
not interact non-linearly.

Predicted VS Actual Time Difference Payment Value Delivery to Survey Sent Time

Order to Carrier Time Delivery to Answer Time Actual Delivery Time

Delivery to Survey Answer x Delivery to Answer Predicted VS Actual Time x Delivery to Answer Importance Ranking

Figure 10: Every additive component of the interpretable model. The shaded regions of the noninteracting components is the
range containing the middle 95% of the models’ predictions. Most importantly, the model learns that an increase in delivery
time is associated with a decrease in score.

4.1.2 Model Construction

We first perform feature selection from all avail-
able features using an extra tree classifier14. We
choose extra randomized tree due to its resistance
to overfitting to the data and faster training time
compared to ordinary random forests for our large
dataset. After observing the most frequently oc-

curring top level factor in our forest, we deduce 6
total significant variables to train the GA2M on.
Using grid search, we find optimal parameters for
number of regressors and interaction, and validate
using 10-fold cross validation. We obtain a training
mean squared error (MSE) of 1.23 and a test MSE
of 1.24, showing that we successfully controlled for
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overfitting of our model.

4.2 Other Models

4.2.1 LASSO Model

We also consider a simple LASSO model to pre-
dict customer satisfaction. We use the same linear
model for review score (see Eqn. 2), but add a reg-
ularizer for the coefficients when fitting the data.
Letting X be the matrix for all the covariates and
the treatment variable, we fit the coefficients by
solving

min
β
‖RS −Xβ‖22 + λ ‖β‖22 (3)

We pick λ = 0.000924 by tuning λ in the model
using five-fold cross validation. Using a hold out
test set we evaluate the out of sample MSE to be
1.39. While not shown, the non-zero coefficients
corerspond to GA2M aside from interaction terms
which we did not include.

4.2.2 Optimal Tree Classification

Another model that we consider is Optimal Tree
Classification from iAi package. Optimal classifica-
tion trees attempt to improve upon other decision
tree algorithms by creating the entire decision tree
at once to achieve global optimum15. Among vari-
ous models that the package provides, classification
is the most logical choice as we are predicting cate-
gorical data (rating from 1 to 5). The out-of-sample
accuracy of the model is 62% and MSE is 1.89. This
model is less accurate compared to the interpretable
machine learning model above, perhaps because the
classification tree structure cannot capture the bidi-
rectional causal factors that affect rating. Nonethe-
less, the model agrees with the feature selection of
the models above, emphasizing the impact of earli-
ness and coordination of delivery in customer satis-
faction. Full diagram is attached in appendix.

4.3 Conclusions about Potential Policies

Through our exploratory analysis, we discover that
late delivery and, in particular, lack of coordina-
tion on multi-item orders negatively impact cus-
tomer satisfaction. We further confirm that late-
ness in delivery had negative impact on review rates
from our causal discovery and the customer satis-
faction models above. From these discoveries, we
consider policies that can improve the probability

of the order arriving on time and actionables that
Olist, or any other e-commerce company, can take
to improve customer satisfaction through shorten-
ing their delivery time. Furthermore, we consider
logistical changes to promote coordination of the
arrival of multi-item orders.

5 Policy Suggestion

From our analysis, we demonstrate that there are
key operational and logistical levers that Olist can
take advantage of to improve customer satisfac-
tion. With their recent third-round financing round
completed with a $46.5 million investment from
SoftBank16, we propose potential logistics policies
and projects that Olist could pursue to expand their
business and market share.

5.1 Facility Location Problem

To improve Olist’s logistics capabilities, we identify
potential warehouse locations that could improve
Olist’s logistic capabilities. we Warehouses provide
logistics companies like Olist a location to better
coordinate deliveries and improve delivery speed.
Given that Olist has limited resources, we formu-
late a general data-driven mixed-integer program in
order to identify cost-effective warehouse c Ware-
houses provide logistics companies like Olist a lo-
cation to better coordinate deliveries and improve
delivery speed. Given that Olist has limited re-
sources, we formulate a general data-driven mixed-
integer program in order to identify cost-effective
warehouse construction proposals. The formulation
is as follows:

max
∑
i,j

gijyij

s.t.
∑
j∈W

yij ≤ 1, ∀i ∈ S

∑
j∈C(i)

djyij ≤ Kxi, ∀j ∈W

∑
j∈W

cjxj ≤ B∑
j∈W

xj ≤ 20

xi ∈ Z+, 0 ≤ yij ∈≤ 1, ∀i, j
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• S,W : Set of locations of sellers and ware-
houses, respectively

• yij : Fraction of items from sellers in location
i stored in warehouse j

• xj : Binary decision variable to build ware-
house in location j

• cj : Cost of warehouse j

• dj : Demand for location j sellers

• gij : Improvement in a metric, such as cus-
tomer satisfaction or delivery speed

• K: Base size unit of warehouse

• B: Olist Budget

The first constraint ensures that we do not move
more than the actual number of a seller’s items.
The second constraint is the capacity constraint for
warehouses. We assume our choice of warehouses
increase by size K. The third constraint is the bud-
get constraint. The last constraint states that we
cannot build warehouses 20x more than the size of
K.

For our integer program, we consider two pos-
sible metrics to optimize over: Review Score and
Days Early. We obtain estimates of the gains of
moving items from location i to warehouse j by es-
timating the counterfactual performance of shipping
from location j. Formally, we define the gains as

gij ≡
∑

k dikmjk∑
k dik

−
∑

k dikmik∑
k dik

where dik is the demand going from location i to lo-
cation k andmik is the respective performance met-
ric (like average review score) for that location pair.
This represents the counterfactual performance as
both terms in the difference use the demand from
location i. Since the Olist order data may not have
data on the metrics for each location pair, we utilize
the R package softImpute to apply matrix comple-
tion to estimate the missing values.

The remaining parameters such as K, cj , and B
are roughly estimated using back of envelope calcu-
lations, but, in a sense, can be adjusted to produce
solutions with a certain number of warehouses that
store items in a certain the number of locations.

5.2 Geographic Recommendations

Using the integer program and current Olist data
without projections into the future, we can infer
the order of locations which Olist should build ware-
houses. This can be done by increasing the budget
in the budgeting constraint. Through this method,
Olist should build the first five warehouses by state
in the following order:

1. Mato Grosso do Sul (MS)

2. Ceará (CE)

3. Goiás (GO)

4. Rio Grande do Norte (RN)

5. Rio Grande do Sul (RS)

Interestingly, these recommendations line up with
the order Amazon has chosen to enter the Brazilian
market. In their case, they opened near Sao Paulo
in 20182 and expect to open another warehouse in
Pernambuco in 20203. Our recommended states of
Mato Grosso do Sul and Ceará border Amazon’s
chosen states and follow the same pattern of target-
ing the southeast region first and then the northeast
region. A potential factor that may have led us to
different conclusions than Amazon could be the fact
that we do not factor in the benefits of port cities.
However, since Olist primarily serves domestic cus-
tomers, we see our recommendations may in fact be
more suitable.

2https://reut.rs/2BOmOOE
3https://reut.rs/2shPPii

8



Figure 11: Recommended warehouses in Brazil. States
shaded in green represent the northern region of Brazil; in
blue represent northeastern region; in yellow represent cen-
tral western region; in red represent southeast region; and in
orange represent southern region. Black star-shaped markers
denote warehouses.

Figure 12: Small blue markers denote sellers that will send
order to black markers that denote warehouses. The paths
from seller to warehouse are shown by orange lines for CE
warehouse; purple lines for GO warehouse; red lines for MS
warehouse; green lines for RN warehouse; and blue lines for
RS warehouse.

5.3 Constraints on Budget and Capacity

To estimate still rough but more specific constraints
on budget, we use statistics on average warehouse
sizes1718 and average commercial construction cost
in Rio de Janiero19 and partially linearly scale to ac-
count for the differences in land cost using GNP per
capita20. From the approximated cost per square
feet, we calculate the cost of each warehouse for

each small warehouse, 5000 square feet, to further
optimize for warehouses of different sizes. For esti-
mation of capacity, we calculate the average volume
of the products from the average width, length, and
height of the products3 and approximate spacial ef-
ficiency of 70%. Note that 70% is a very rough
estimate accounting for varying level of spacial effi-
ciency dependent on additional investments in tech-
nology and labor.

5.4 Financial Impact

From literature-based background research, we dis-
cover two ways the customer satisfaction, repre-
sented by review score in our analysis, affects rev-
enue for e-commerce2122. The model extrapolated
from literature utilizes ordinary least square to esti-
mate the relative impact of changes in customer sat-
isfaction in a company’s market value using Amer-
ican Customer Satisfaction Index (ACSI)23. Also
represented in the table below, a 1% change in cus-
tomer satisfaction increases the company’s market
value by 4.6%.

Figure 13: Results of Ordinary Least Squares23

Note that the right column represents regression
without customer satisfaction as a variable. The
R-squared value decreases by 0.09 when customer
satisfaction is not included, further supporting the
impact of our model on Olist’s financial growth.

5.5 Valuation and Revenue Estimation

Since Olist is a private company, its financial state-
ments are not publicly available. We therefore es-
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timate Olist’s current equity market capitalization
and its revenue in USD. We know that in 2019 Soft-
Bank invested $46.6million in Olist16. Using the
venture capital (VC) method in 14, a valuation ap-
proach used by VC and private equity investors,
we utilized this information to back calculate an
estimated valuation that SoftBank used to valuate
Olist. The inputs include: the investment amount;
an ownership stake, which we assume to be 25%
and is computed as an average of SoftBank’s owner-
ship stakes in other companies in its Vision Funds I
and II24; the time to exit, which is typically 5 years
for VC funds and is the case for SoftBank Vision
Fund I; the VC cost of capital, which is typically
assumed to be 15%; the target return, which is typ-
ically assumed to be 30-40% and here we assume
40%; and the retention rate, which is roughly 60%
for VC funds. These inputs produce an implied exit
valuation of $1.67 billion for SoftBank in 5 years.
Backtracking, the post-money valuation, which is
the valuation after SoftBank’s investment is $186.6
million. We use this valuation as a proxy for Olist’s
market capitalization.

Figure 14: Venture Capital (VC) Method for SoftBank’s 2019
investment in Olist

To estimate Olist’s current revenue, we compiled
financial information on the market caps and total
revenue (TTM) of public comparable companies,
such as HubSpot, Weimob, and Lightspeed POS,
from Pitchbook25. We computed the average mar-
ket cap/revenue ratios of these comparables to be
2.782. We then divided this value from the mar-
ket cap computed previously to arrive at a current
revenue of $67 million.

From this estimation of market cap and rev-
enue, we calculate the scale factor that relates order
volume and revenue according to the subset repre-
sented in the data sets provided and the actual cor-
responding values. From Olist’s business model of
taking 20% of sales and subscriptions we estimate

the actual demand and revenue to be approximately
200 times the values represented in the subset of
data.

5.6 Final Optimized Policy

In this section, we present a proposal for Olist for
locations to lease or construct warehouses to im-
prove their logistics. We first assume they spend $10
million of their $50 million investment towards the
proposal. Under this budget constraint, we see that
our integer program prescribes building a 100,000
square feet warehouse in Mato Grosso do Sul, a
25,000 square feet warehouse in Ceará, and 10,000
square feet warehouse in Rio Grande do Norte.

6 Impact and Evaluation

6.1 Short Term Impact

To evaluate the short term financial impact of our
policy, we estimate the monetary value of the in-
crease in total equity of Olist for varying levels of
budget using 2018 data. For calculations regarding
converting increase in rating to dollars, we utilize
the financial model and numbers estimated in the
optimization section above: 4.1%, 186 million dol-
lars of market value, multiplier of 200 for scale de-
mand from data to actual. The average rating of
4.093 was used to calculate the percent increase in
rating. Below are the results with monetary data in
million USD.

Budget Increase in
Rating

Increase in
Total Equity

1 0.0216 4.517
5 0.0773 16.176
10 0.136 28.379
20 0.055 47.070
30 0.276 57.712
40 0.276 57.712
50 0.276 50.571

In 15, we visualize the average customer score
by zip code prefix. The southern and southeast ar-
eas of Brazil have higher average customer scores,
whereas the lower average customer scores of 1-2.5
are spread across southern, eastern, and northern
areas. The northern areas have primarily low review
scores of 1-2.5. In 16, we visualize the average cus-
tomer review score with the customer review gains
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added in from the policy we propose. Compared
to 15, 16 shows that there is a cluster of perfect
customer review scores in the northeastern region
of Brazil and a spread of perfect customer review
scores across the northern and western regions.

Figure 15: Geoplot of Average Customer Review Scores from
Olist data

Figure 16: Geoplot of Average Customer Review Scores with
Gains from Policy Proposed (Short Term)

6.2 Long Term Projection

We evaluate the long term benefit of putting ware-
houses using a geographically weighted regression
to both evaluate demand for the future and the
benefit derived from the demand in each state in
Brazil. Since commerce is mainly an indicator of
economic activity and buying power, we include
variables such as GDP, HDI (human development
index), and income index and regress on the num-
ber of orders from that region26,27,28. We intuitively
know that regional demand should be correlated
with regional economic indicators, hence we test the
spatial auto correlation of these factors with Mor-
gan’s I29 at 95% confidence. Based on the results
of the significance test, we train the model on 2018
data and use cross validation to determine the ker-
nel bandwidth, obtaining an R2 value of 0.91 with
a kernel bandwidth of 25.

Figure 17: Demand in 2018 per state

Figure 18: Demand in 2025 per state

We evaluate a sensitivity analysis on the de-
mand for the year 2025 under an assumption of 0.7
percent population growth per year30, and a GDP
growth rate of 1.17% according to the world bank31.
Using the projections in demand, we further eval-
uate the impact of our policy in long term. Below
aggregates our percent growth in total equity for
varying values of budget.
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Budget Increase in
Rating

% Increase
Total Equity

1 0.136 15.3
10 0.257 29.0
20 0.410 33.8
30 0.376 42.2
40 0.376 42.2
50 0.376 42.4

6.3 Sensitivity Testing

To further strengthen our model we stress-test our
model by varying the demand scale factor. We con-
sider the case of demand multiplier of 100 and de-
mand multiplier of 300 to account for both overesti-
mation and underestimation of Olist’s actual sales
volume. The monetary impact represented by in-
crease in total equity are presented in the tables
below, each representing stress-test on short term
model and stress-test on long term model. Note the
units for monetary data are in millions of USD.

Budget Multiply by
100

Multiply by
300

1 6.741 3.714
5 29.796 11.626
10 54.022 19.831
20 68.107 32.285
30 68.107 43.689
40 68.107 50.220
50 68.107 50.571

Budget Multiply by
100 (%)

Multiply by
300 (%)

1 16.6 13.8
10 35.5 26.8
20 46.1 30.0
30 46.1 32.5
40 46.1 37.9
50 46.1 38.5

Notice how the model projects non-negligible
profit despite potential underestimation and over-
estimation in demand. This result further support
our policy proposal.

7 Conclusion

Since the first invention of the internet more than
25 years ago, the e-commerce space has become
a bustling competitive landscape with razor thin

margins1. With a large variety of products and
competitive algorithmic pricing, sellers online invest
tremendous efforts to maintaining customer rela-
tions and buyer retention. In light of this, we start
our analysis directly from the source of customer
happiness by performing an translation and aggre-
gation of review and review sentiments. Among
the variety of feedback, we saw a recurring theme
of people frustrated at late and separate packages,
and due to this expectation of shipping hassle, cus-
tomers are very please when packages arrive early.
All this seems to confirm what we intuitively know
to be true, that for e-commerce to replace brick and
mortar, people need to get their stuff and get it right
when they want it.

In our causal analysis, we leverage instrumen-
tal variables and propensity score matching to show
improving logistics and supply chain for Olist’s e-
commerce business has a positive effect on customer
satisfaction. Our causal inference insights reveal
two important operational levers to target: 1. early
order arrivals and 2. coordinating deliveries. The
first confirms past work that studies how to man-
age customer expectations, while the second is a less
studied phenomenon. From a managerial implica-
tions perspective, we show that there are signifi-
cant gains towards investing in logistics as a busi-
ness scales. By using Olist as a case study, we con-
struct an interpretable predictive customer satisfac-
tion model and use integer programming to model
the potential impacts of expanding their warehouse
supply chain in a targeted fashion. After fitting
Olist data to our model, we generate recommenda-
tions that focus on improving customer satisfaction
by constructing warehouses to improve Olist’s ful-
fillment capabilities. Impressively, we show that our
model makes recommendations that align with past
and future plans of the e-commerce and logistics
juggernaut Amazon but tailored to meet the specific
needs of Olist. Finally, we show through geograph-
ically weighted regression that these proposals are
not only sensible but also would significantly boost
Olist’s growth.

In conclusion, we identify essential insights into
the importance of logistics, construct a data-driven
pipeline to exploit their long term implications, and
ultimately show the fundamental importance of lo-
gistics. Moreover, we provide a general framework
for reasoning about operations problems that can
be generalized, making it especially relevant in an
increasingly quantitative economy.
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Appendix A

Additional Exploratory Analysis

A.1 Further Geoplot Analysis

In addition to the geoplots included in Section 2, we
visualize other features of the Olist dataset to get a
better sense of how different characteristics on the
customer or seller side vary by location.

In 19, we visualize the average price per order by
zip code prefix. The southern and southeast areas
of Brazil had lower average prices compared to the
northeastern region. To explore why this may be,
we first examine if customers in the northeastern
area have to pay more for freight, which we confirm
in 20

Figure 19: Geoplot of Average Price of Orders (in Brazil
Real)

In 20, we compute and visualize the freight ra-
tio of each zip code, where the freight ratio is the
ratio of the freight value by the order price. This
represents the proportion of order price that a cus-
tomer has to pay in order to receive their delivered
order. The southern and southeast areas of Brazil
have lower freight ratios ( 0.1-0.2) compared to the
ratios of the northeastern region ( 0.6-0.8). This
is reasonable, given that logistics (i.e. shipping,
handling, etc.) costs imply that highly populated
regions may have lower freight ratios compared to
sparse regions of low population. This–along with
the geoplots of proportion of delayed orders and av-
erage review score–may suggest why the northern
region of Brazil contains customers with lower av-
erage review scores.

Figure 20: Geoplot of Freight Ratio

In 21, we visualize the locations of the sellers of
the orders by displaying the total count of sellers by
zip code prefix. Most sellers are aggregated in the
southern and southerneast areas, which could influ-
ence delivery time–at least the time it takes for the
seller to hand the order to the logistics provider.

Figure 21: Geoplot of Sellers (Count)

In 22, we visualize locations of the sellers of
delayed orders by zip code prefix. Most sellers
whose orders have been delayed are aggregated in
the southern and southerneast areas. This is in-
tuitive given that most sellers are located in those
areas.

Figure 22: Geoplot of Sellers of Delayed Orders (Count)
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A.2 Order Growth Over Time

By grouping the dataset on customer city and
summing up the order count, we identify the top
customer cities by total order count: Sao Pualo
(17934), Rio de Janeiro (7887), Belo Horizonte
(3171), Brasilia (2419), Curitiba (1758).

Then we visualize the growth of orders over time
in these cities by plotting total order count per
month over time. We use the order approved at
dates to place the orders into buckets of months.
For Sao Paulo, we do not include the last data point
in September 3, 2018, since that is the latest times-
tamp of order data collected by Olist.

Across all plots, around Dec 2017 to Jan 2018,
there is a spike in order count, which indicates that
ecommerce orders reached a peak during the Christ-
mas season. For the retail sector in Brazil, Christ-
mas is the most profitable shopping season, while
Mothers’ Day, is a close second. Mothers’ Day oc-
curs in May, which could explain the peak in order
count in May 2018.

Figure 23: Time Series of Sao Paulo Order Count per Month

Figure 24: Time Series of Rio de Janeiro Order Count per
Month

Figure 25: Time Series of Belo Horizonte Order Count per
Month

Figure 26: Time Series of Brasilia Order Count per Month

Figure 27: Time Series of Curitiba Order Count per Month

Appendix B Supplementary Lit-
erature Review

B.1 Financial Impact of Customer Ser-
vice

Firstly, the empirical analysis of factors that im-
pact revisiting customers for Alibaba support de-
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livery risk’s negative impact on customer satisfac-
tion and retention aka the likelihood of customers
revisiting the e-commerce platform. Secondly, field
experiments on eBay conclude that customers are

willing to pay on 8.1% more to buy from sellers
with strong ratings . From these results we can
model the impact of rating on e-commerce revenue
through increase in price and quantity of the orders.

Appendix C Additional Figures

Figure 28: Results of optimal tree classification to predict review score
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